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Abstract- CPU utilization is an important aspect of distributed and grid computing environment. The computing nodes can be overloaded, i.e., they can have more jobs than their capacity such that no more jobs can be associated to them and in that case, the load from the overloaded node can be shifted to other nodes those are under loaded(i.e. doing little work or sitting idle). For this, load balancing is required. In load balancing the workload is redistributed among the computing nodes of the system. This improves the job response time and CPU utilization. Dynamic load balancing schemes operate on the decisions that based on the current state of the system. They do not require the previous state of the system for making the load balancing decisions. In this paper, we present an analytical comparison of the various dynamic load balancing schemes in distributed and grid computing environment. This comparison depicts which scheme is better in distributed environment and which is better in grid environment on a particular quality metrics.
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I. INTRODUCTION

Distributed Computing Environment is a collection of computing resources shared among active users. In this environment, a number of workstation or computing nodes (nodes) are connected through a communication network to form a large loosely coupled distributed computing environment [1].

Grid Computing Environment consists of computer systems which are dispersed geographically to share the computing resources in a heterogeneous environment. The increasing demands of the computational resources have lead to the requirement for solutions that are more flexible. Grid connected computers are basically a combination of computing resources applied to a common task, usually to a scientific technical or business problem that requires a major number of processing cycles of the need to process huge amount of data [19].

The amount of processing time needed to execute all process assigned to a processor is called workload of a processor [1]. When the demand for computing power increases, the load balancing problem becomes important. Load balancing is the process of distribution of workload among the computing nodes to ensure maximum CPU utilization & minimum response time without additional or faster hardware. Basically, load balancing approach is broadly classified as: static and dynamic. In static approach, load balancing decisions are based on the assumed information about the state of the system, job resource requirement and communication time [20] while in dynamic approach, the knowledge about the job behavior or the global state of the system, i.e. load balancing decisions are based on the current status of the system [20].

In the section II, we discuss the dynamic load balancing (DLB) strategies and different schemes for dynamic load balancing. In section III, we discuss the distributed & grid computing environments and their structures. In section IV, we describe the behavioral performance of the various schemes on the basis of quality metrics through the tabular representation. In the last section, we conclude our review.

II. DYNAMIC LOAD BALANCING

As stated earlier, in dynamic approaches e.g. [2], [3], [4], [5], [6], [7], [8], [9], [18], load balancing decisions are based on the current state of the system. In this approach, tasks move dynamically from an overloaded node to an under loaded node to provide faster services. The advantage is to react according to the changes in the state of the system. Finding a dynamic solution is much more complicated than finding a static one, dynamic load balancing can produce a better performance because it makes load balancing decisions based on the current load of the system [2],[16]. For this reason, we will focus our attention on dynamic load balancing schemes in this paper.

As shown in fig. 1, there are three different strategies [20] used in dynamic load balancing schemes -

a. Transfer Strategy: It helps in decision making of job transfer on the basis of the current status of the computing nodes, either overloaded or under-loaded. It also describes the amount of job which is to be transferred.

b. Location Strategy: Its enables the load balancing scheme through decision making for the selection of destination node using the shortest distance and the size of the job.
c. *Information Strategy:* It is the knowledge center of a dynamic load balancing schemes that provides the location and transfer strategies at each node along with the necessary information needed to make load balancing decisions.

In a distributed (and grid) computing environment, DLB can be carried out in two different schemes: distributed and non-distributed. In a *distributed scheme* [4],[6],[8],[10],[11],[12],[18], the DLB algorithm is executed by all computing nodes in the system. All the computing nodes share the responsibility of load balancing among them. The interaction among nodes to achieve load balancing can take two forms: cooperative and non-cooperative. In a *cooperative (global-queue) scheme*, all node works together to achieve the global objective of improving the system’s overall global response time. In a *non-cooperative (local-queue) scheme*, each node work independently towards the local goal, e.g. to improve local tasks’ response time.

In a *non-distributed scheme*, the responsibility of load balancing is either taken on by a single computing node or some computing nodes but not by all nodes. Non-distributed based dynamic load balancing can take two schemes: centralized and semi-distributed. In *centralized scheme*, e.g. [13],
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Fig 1. Interaction among components of dynamic load balancing schemes

[14], the DLB is executed only by any single computing node i.e. central node, of the system. The central node is only responsible for load balancing of the whole system. Other nodes interact with the central node only.

In a *semi-distributed scheme*, e.g. [15], nodes of the systems are divided into clusters. Load balancing within each cluster is centralized. A central node is selected to take the responsibility of load balancing within the cluster. Load balancing of the whole system is achieved through the cooperation of the central nodes of each cluster, i.e. the responsibility is distributed among the central nodes of each cluster.

In *sender initiated scheme*, load balancing activity is initiated by an overloaded node (sender) trying to send a job to an under loaded node (receiver) [17].

In *receiver initiated scheme*, load balancing activity is initiated by an under loaded node (receiver), which tries to get a job from an overloaded node (sender) [17].

### III. COMPUTING ENVIRONMENT

Distributed and grid computing environment contains a collection of computing nodes spread across the network. The distributed & grid environments have different structure (or organization of computing nodes) which is well-suited for them to give better results on certain quality metrics. In distributed computing environment, mesh topology [21] is more efficient for load balancing schemes due to the maximum connectivity among the nodes directly or in-directly as shown in fig. 2
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Fig.2. Mesh Network (a) with wrap around connections between processors in adjacent rows & columns (b) with wrap around connections between processors in same row and column.

Similarly, the hierarchical structure of the grid environment is divided into two types of groups: *physical* and *logical* groups. As shown in fig. 3, the physical group can have any topology such as star, mesh etc. Each physical group has a group coordinator (GC) responsible for decision making for load balancing and interconnection with the GC of other physical groups via the logical groups.

### IV. PERFORMANCE ANALYSIS

For the study of various schemes, we have assumed that in every circumstance the load balancing is performed successfully. The analysis of the behavioral performance of various load balancing schemes are presented in table 1 on the basis of following quality metrics:

a. *Throughput:* It is the amount of data moved successfully from one node to another in a unit time period.

b. *Response Time:* It is the time taken by an environment to respond while particular load balancing scheme is under operation.

c. *Network Overhead:* It determines the amount of network overhead (or messages) involved while implementing load balancing scheme.

d. *Fault Tolerance:* It is ability of the system to withstand in the event of failure. If a load balancing schemes continue operating properly in the event of some failure then is fault-tolerant.
V. CONCLUSION

From the study and analysis of the above mentioned load balancing schemes of distributed and grid computing environments, we conclude that the sender-initiated and receiver-initiated schemes have higher throughput, faster response time and less network overhead for the distributed computing environment than grid computing environment. But for both the schemes, the grid computing environment is more fault-tolerant. The local-queue scheme can not be implemented on grid computing environment as each physical group has a group coordinator (fig. 3) that is responsible for load balancing and communication with other group coordinators of other physical group via logical group. The behavior of both the computing environments for global-queue scheme is almost same although the grid computing environment remains more fault-tolerant than distributed computing environment. It means that the DLB schemes give higher throughput and faster response time in distributed computing environment but these are less fault-tolerant in grid computing environment.
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