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Abstract: Being a growing problem, plagiarism is generally defined as literary theft and academic dishonesty in the literature, and it is really has to be prevented and stick to the ethical principal. To detect such dishonesty in document writing and Anti-Plagiarism system is proposed. In which Machine Learning Methods can be used to get fast response of plagiarism in suspected documents.
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I. INTRODUCTION

1.1 Plagiarism:

The plagiarism is known as the copying ideas or words from original document without giving any credit to them. In [9] all of the following are considered plagiarism:

- Turning in someone else's work as own work.
- Copying words or ideas from someone else without giving credit.
- Failing to put a quotation in quotation marks.
- Giving incorrect information about the source of a quotation.
- Changing words but copying the sentence structure of a source without giving credit.
- Copying so many words or ideas from a source that it makes up the majority of your work.

A. Plagiarism Detection

Now many students are publishing documents for their academics and authors are publishing many documents and books but many of them are copying text, ideas from other one’s documents without giving any reference or credit to them. This will lose the originality of documents. Manual checking for such dishonesty of document writing is not possible.

To avoid plagiarism an anti-plagiarism system is propose in which the suspected document is compared with local database which contains collection of the original documents and also the suspected document is compared with global database through web.

There are many methods for plagiarism detection those can be applied to source code, to free text, or to both for plagiarism detection. Our work related to plagiarism detection in text document. For that we are using machine learning methods.

II. Machine Learning Methods

The process machine learning is similar to that of data mining. Both systems search through data to look for patterns. However, instead of extracting data for human comprehension -- as is the case in data mining applications -- machine learning uses that data to improve the program's own understanding. Machine learning programs detect patterns in data and adjust program actions accordingly.

A. Types of Methods

Machine learning tasks are typically classified into three broad categories, depending on the nature of the learning "signal" or "feedback" available to a learning system. They are:

- **Supervised learning**: The computer is presented with example inputs and their desired outputs, given by a "teacher", and the goal is to learn a general rule that maps inputs to outputs.
- **Unsupervised learning**: no labels are given to the learning algorithm, leaving it on its own to find structure in its input. Unsupervised learning can be a goal in itself (discovering hidden patterns in data) or a means towards an end.
- **In reinforcement learning**, a computer program interacts with a dynamic environment in which it must perform a certain goal (such as driving a vehicle), without a teacher explicitly telling it whether it has come close to its goal or not. Another example is learning to play a game by playing against an opponent.

Between supervised and unsupervised learning is semi-supervised learning, where the teacher gives an incomplete training signal: a training set with some (often many) of the target outputs missing. Transduction is a
special case of this principle were the entire set of problem instances is known at learning time, except that part of the targets are missing.

III. Reinforcement Learning

In our system we are going to reinforcement learning and much of the computational theory of reinforcement learning(RL) appears in Sutton and Bartow’s classic textbook[3]. Reinforcement learning is the concept of artificial intelligence so that it will be able to give best performance to our system.

A. Temporal Difference(TD) Learning

Temporal difference is the one of method related with reinforcement learning. In [10] it is stated that, TD learning is a prediction method. It has been mostly used for solving the reinforcement learning problem. “TD learning is a combination of Monte Carlo ideas and dynamic programming (DP) ideas.” TD resembles a Monte Carlo method because it learns by sampling the environment according to some policy. TD is related to dynamic programming techniques because it approximates its current estimate based on previously learned estimates (a process known as bootstrapping). As a prediction method, TD learning takes into account the fact that subsequent predictions are often correlated in some sense. In standard supervised predictive learning, one learns only from actually observed values: A prediction is made, and when the observation is available, the prediction is adjusted to better match the observation so TD is best option for plagiarism detection technique [13].

TD learning solves the problem of temporal credit assignment, i.e. the problem of assigning blame for error over the sequence of predictions made by the learning agent. The simplest implementation of TD learning employs a lookup table where the value of each state or state-action pair is simply stored in a table, and those values are adjusted with training. This method is effective for tasks which have an enumerable state space. [14].

Three methods of Temporal Difference are stated in [3] which are as Q-learning, Eligibility Tracing and Actor-Critic Methods. We will use one of these method for developing the plagiarism detection technique. The system will be able to detect the plagiarism in suspected document with the help of this technique with more speed and correctness. It will shows the final result in terms of percentage of document plagiarized and also with the help of graph so that it is easy to understand to the user of this system.

B. Mathematical formulation for TD

Let \( r_t \) be the reinforcement on time step \( t \). Let \( \hat{V}_t \) be the correct prediction that is equal to the discounted sum of all future reinforcement. The discounting is done by powers of factor of \( \gamma \) such that reinforcement at distant time step is less important.

\[
\hat{V}_t = \sum_{i=0}^{\infty} \gamma^i r_{t+i}
\]

where \( 0 \leq \gamma < 1 \). This formula can be expanded

\[
\hat{V}_t = r_t + \sum_{i=1}^{\infty} \gamma^i r_{t+i+1}
\]

by changing the index of \( i \) to start from 0.

\[
\hat{V}_t = r_t + \gamma \sum_{i=0}^{\infty} \gamma^i r_{t+i+1}
\]

Thus, the reinforcement is the difference between the ideal prediction and the current prediction.

\[
r_t \approx \hat{V}_t - \gamma \hat{V}_{t+1}
\]

TD-Lambda is a learning algorithm invented by Richard S. Sutton based on earlier work on temporal difference learning by Arthur Samuel. This algorithm was famously applied by Gerald Tesauro to create TD-Gammon, a program that learned to play the game of backgammon at the level of expert human players. The lambda (\( \lambda \)) parameter refers to the trace decay parameter, with \( 0 \leq \lambda \leq 1 \). Higher settings lead to longer lasting traces; that is, a larger proportion of credit from a reward can be given to more distant states and actions when \( \lambda \) is higher, with \( \lambda = 1 \) producing parallel learning to Monte Carlo RL algorithms.

IV. CONCLUSION

In this paper we introduced some techniques of plagiarism detection. And we represented one new concept of using reinforcement learning method for plagiarism detection. Temporal difference is the method to be used for developing the system to detect the plagiarism in suspected documents and this method will improve the performance of the system.
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