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Abstract— Due to the rise and rapid growth of E-Commerce, use of credit cards for online purchases has dramatically increased and it caused an explosion in the credit card fraud. As credit card becomes the most popular mode of payment for both online as well as regular purchase, case of the fraud associated with it are also rising. The main objective of this paper is to construct an efficient fraud detection system which is useful for both online and regular purchase. In this proposed fraud detection system, the sequence of operation performed based on rules and probability of input action and compares each transaction with transactional history database.
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I. INTRODUCTION

Credit card becomes very popular and convenient mode of payment for both online as well as regular purchase. Due to the increase in credit card usage, fraudsters are also finding more opportunities to commit fraud, which affects banks and card holders to great financial losses. To support safe credit card usages, efficient fraud detection system is essential.

Credit-card-based purchases can be categorized into two types: 1) Physical card and 2) Virtual card. In a physical-card-based purchase, the cardholder presents his card physically to a merchant for making a payment. To carry out fraudulent transactions in this kind of purchase, an attacker has to steal the credit card. If the cardholder does not realize the loss of card, it can lead to a substantial financial loss to the credit card company. In the second kind of purchase, only some important information about a card i.e. card number, pin number, expiration date, address etc. is required to make the payment. Such purchases are normally done on the Internet or over the telephone. To commit fraud in this type of purchases, a fraudster simply needs to know the card details. Most of the time, the genuine cardholder is not aware that someone else has seen or stolen his card information. The only way to detect this kind of fraud is to analyze the spending pattern on every card and to figure out any inconsistency with respect to the usual spending patterns. Fraud detection based on the analysis of existing purchase data of card holder is a promising way to reduce the rate of successful credit card fraud. Since humans tend to exhibit specific behaviorist profiles, every cardholder can be represented by a set of patterns containing information about the typical purchase category, the time since the last purchase, the amount of money spent, geographical location, etc. Deviation from such pattern is a potential threat to the system.

The rest of the paper is organized as follows: Section 2 describes the several techniques for the detection of credit card fraud. Section 3 presents details of our proposed credit card fraud detection system. In Section 4, we explain how proposed system is work. We conclude in Section 5 of the paper.

II. RELATED WORK

Credit card fraud detection has drawn lot of research interest and a number of techniques, with special emphasis on data mining and neural networks, have been suggested. Ghosh and Reilly have proposed credit card fraud detection with a neural network. Syeda et al. have used parallel granular neural networks [8] for improving the speed of data mining and knowledge discovery process in credit card fraud detection. Srivastava have proposed credit card fraud detection using hidden markov model [3]. It is initially trained with the normal behavior of a cardholder. HMM reduces the tedious work of an employee in bank since it maintains a log. Fuzzy Darwinian fraud detection system classifies credit card transactions into “suspicious” and “non-suspicious” classes. The complete system is capable of attaining good accuracy and intelligibility levels for real data and produces a low false alarm. Maes and Karl have proposed credit card fraud detection using Bayesian and Neural Network [11]. The credit card fraud detection using Bayesian and Neural network are automatic credit card fraud detection system by means of machine learning approach. These two machine learning approaches are appropriate for reasoning under uncertainty. Amlan have proposed BLAST-SSAHA Hybridization [2] for credit card fraud detection system. The performance of BLAHDFS is good and it results in high accuracy. At the same time, the processing speed is fast enough to enable online detection of credit fraud. It counters frauds in telecommunication and banking fraud detection. Chan divides a large set of transactions into smaller subsets and then apply distributed data mining for building models of users behavior. The resultant base models are then combined to generate a meta-classifier for improving detection accuracy. Present CARDWATCH, a database mining system used for credit card fraud detection. The system based on neural learning module, provides an interface to variety of commercial databases. Kim and Kim have identified skewed distribution of data and mix legitimate and fraudulent
transaction and the two main reasons for the complexity of credit card fraud detection. Based on this observation, they use fraud density of real transaction data as a confidence value and generate the weighted fraud score to reduce the number of misdetections. The application of distributed data mining in credit card fraud detection, Brause et al. have developed an approach that involves advanced data mining techniques and neural network algorithms to obtain high fraud coverage.

III. EXISTING SYSTEMS

We studied following credit card fraud detection models and at end we propose our work.

A. BLAST-SSAHA Hybridization for Credit Card Fraud Detection

The Hybridization of BLAST and SSAHA algorithm [2] is refereed as BLAH-FDS algorithm. Sequence alignment becomes an efficient technique for analyzing the spending behavior of customers. Basic Local Alignment Search Tool (BLAST) and FAST-AI (FASTA) are the two popular heuristic approaches for the local sequence alignment. Sequence Search and Alignment by Hash Algorithm (SSAHA) is one of the fastest tools for sequence alignment where the alignment process is performed in memory using hash table. BLAST and SSAHA are the efficient sequent alignment algorithms used for credit card fraud detection. BLAH-FDS is a two-stage sequence alignment algorithm in which a profile analyzer (PA) determines the similarity of an incoming sequence of transactions on a given credit card with the genuine cardholders past spending sequences. The unusual transactions traced by the profile analyzer are passed to a deviation analyzer (DA) for possible alignment with past fraudulent behavior. The final decision about the nature of a transaction is taken on the basis of the observations by these two analyzers. BLAST-SSAHA Hybridization When a transaction is carried out, the incoming sequence is merged into two sequences time-amount sequence TA. The TA is aligned with the sequences related to the credit card in CPD. This alignment process is done using BLAST. SSAHA algorithm [9] is used to improve the speed of the alignment process. If TA contains genuine transaction, then it would align well with the sequences in CPD. If there is any fraudulent transactions in TP, mismatches can occur in the alignment process. This mismatch produces a deviated sequence D which is aligned with FHD. A high similarity between deviated sequence D and FHD confirms the presence of fraudulent transactions. PA evaluates a Profile score (PS) according to the similarity between TA and CPD. DA evaluates a deviation score (DS) according to the similarity between D and FHD. The FDM finally raises an alarm if the total score (PS - DS) is below the alarm threshold (AT).

B. Credit Card Fraud Detection using Hidden Markov Model

A Hidden Markov Model [3] is initially trained with the normal behavior of a cardholder. Each incoming transaction is submitted to the FDS for verification. FDS receives the card details and the value of purchase to verify whether the transaction is genuine or not. If the FDS confirms the transaction to be malicious, it raises an alarm and the issuing bank declines the transaction. The concerned cardholder may then be contacted and alerted about the possibility that the card is compromised. HMM never check the original user as it maintains a log. The log which is maintained will also be a proof for the bank for the transaction made. HMM reduces the tedious work of an employee in bank since it maintains a log. HMM produces high false alarm as well as high false positive.

C. Fuzzy Darwinian Detection of Credit Card Fraud

Fuzzy Darwinian Detection system [1] uses genetic programming to evolve fuzzy logic rules capable of classifying credit card transactions into suspicious and non-suspicious classes. It describes the use of an evolutionary-fuzzy system capable of classifying suspicious and non suspicious credit card transactions. The system comprises of a Genetic Programming (GP) search algorithm and a fuzzy expert system. Data is provided to the FDS system. The system first clusters the data into three groups namely low, medium and high. The GP genotypes and phenotypes of the GP System consist of rules which match the incoming sequence with the past sequence. Genetic Programming is used to evolve a series of variable-length fuzzy rules which characterize the differences between classes of data held in a database. The system is being developed with the specific aim of insurance-fraud detection which involves the challenging task of classifying data into the categories: “safe” and “suspicious”. When the customer’s payment is not overdue or the number of overdue payment is less than three month, the transaction is considered as non suspicious, otherwise it is considered as suspicious. The Fuzzy Darwinian detects suspicious and non -suspicious data and it easily detects stolen credit card Frauds.

D. Credit Card Fraud Detection Using Bayesian and Neural Networks

The credit card fraud detection using Bayesian and Neural Networks are automatic credit card fraud detection system by means of machine learning approach. These two machine learning approaches are appropriate for reasoning under uncertainty. An artificial neural network [7] [11] [12] [13] [14] consists of an interconnected group of artificial neurons and the commonly used neural networks for pattern classification is the feed forward network. It consist of three layers namely input, hidden and output layers. The incoming sequence of transactions passes from input layer through hidden layer to the output layer. This is known as forward propagation. The ANN consists of training data which is compared with the incoming sequence of transactions. The neural network is initially trained with the normal behavior of a cardholder. The suspicious transactions are then propagated backwards through the neural network and classify the suspicious and non suspicious transactions. Bayesian networks are also known as belief networks and it is a type of artificial
intelligence programming that uses a variety of methods, including machine learning algorithms and data mining, to create layers of data, or belief. By using supervised learning, Bayesian networks are able to process data as needed, without experimentation. Bayesian belief networks are very effective for modeling situations where some information is already known and incoming data is uncertain or partially unavailable. This information or belief is used for pattern identification and data classification. A neural network learns and does not need to be reprogrammed. Its processing speed is higher than BNN. Neural network needs high processing time for large neural networks. Bayesian networks are supervised algorithms and they provide a good accuracy, but it needs training of data to operate and requires a high processing speed.

IV. PROPOSED CREDIT CARD FRAUD DETECTION SYSTEM

We propose a credit card fraud detection system that combines different types of evidences using Dempster-Shafer theory. We propose the four components for our credit card fraud detection system as shown in fig 1. In the proposed FDS, a number of rules are used to analyze the deviation of each incoming transaction from the normal profile of the cardholder by assigning initial beliefs to it. The initial belief values are combined to obtain an overall belief by applying Dempster Shafer theory. The overall belief is further strengthened or weakened according to its similarity with fraudulent or genuine transaction history using Bayesian learning. In order to meet this functionality, the proposed FDS is designed with the following four major components,

- Rule-based filter
- Dempster Shafer adder.
- Transaction history database.
- Bayesian learner.

A. Rule-based filter (RBF)

The RBF consists of generic as well as customer-specific rules which classify an incoming transaction as fraudulent with a certain probability. It measures the extent to which the transactions behavior deviates from the normal profile of the cardholder. This layer can have rules like average daily/monthly spending of a customer shipping address being different from billing address, etc. Address mismatch, the most basic check performed by various credit card companies is billing address and shipping address mismatch. Orders could be shipped to an address different from the billing address. This check does not help us in declaring a transaction as fraudulent with complete certainty since a genuine cardholder could gift some items to his friend. However, a transaction that clears this check can be classified as genuine with very high probability. The transactions that violate this check are labeled as suspect.

B. Dempster Shafer Adder (DSA)

The role of the DSA is to combine evidences and compute an overall belief value for each transaction. For the credit card fraud detection problem, DST is more relevant as compared to other fusion methods since it introduces a third alternative: unknown, along with the measure of confidence in each of the alternatives. It provides a rule for computing the confidence measures of three states of knowledge: fraud, fraud and suspicious (unknown) based on data from new as well as old evidence. Furthermore, in DST, evidence can be associated with multiple possible events unlike traditional probability theory where evidence is associated with only one event. As a result, evidence can be more meaningful at a higher level of abstraction.

C. Transaction History Database (THD)

THD is the transaction repository component of the proposed FDS. History records of both fraudulent and genuine transactions are used to construct models which allow us to extract characteristic information of the two classes from available data. For accomplishing this, we have built a good transactions history (GTH) for individual customers from their past behavior and a generic fraud transactions history (FTH) from different types of past fraud data. We represent each history transaction by a set of attributes containing information like card number, transaction amount and time since last purchase.

D. Bayesian learner

Bayesian learning is a tool to measure evidences supporting alternative hypotheses and arrive at optimal decisions. The general idea of belief revision is that, whenever new information becomes available, it may require updating of prior beliefs.
We studied the models [1] [2] [3] [7] [11], and compare these architectures with proposed architecture. Some parameters are same; the comparing parameters are listed in following table 1.

TABLE I. COMPARISON BETWEEN PROPOSED AND OTHER MODELS

<table>
<thead>
<tr>
<th>Parameters</th>
<th>BLAST-S</th>
<th>SAHA</th>
<th>HMM</th>
<th>Fuzzy</th>
<th>ANN-B</th>
<th>Neural Network</th>
<th>Propose d System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>Sequence Alignment</td>
<td>HMM</td>
<td>Genetic programming and fuzzy logic</td>
<td>Artificial intelligence</td>
<td>Machine learning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>High</td>
<td>Medium</td>
<td>Very High</td>
<td>Medium</td>
<td>High</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Processing speed</td>
<td>Very High</td>
<td>High</td>
<td>Low</td>
<td>High-Low</td>
<td>High</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost</td>
<td>Inexpensive</td>
<td>Quite Expensive</td>
<td>High Expensive</td>
<td>Expensive</td>
<td>Quite Expensive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>True positive rate</td>
<td>86%</td>
<td>70%</td>
<td>100%</td>
<td>70%-74%</td>
<td>98%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

V. CONCLUSION

We proposed a novel credit card fraud detection system based on the integration of three approaches, namely, rule-based filtering, Dempster-Shafer theory and Bayesian learning. Dempsters rule is applied to combine multiple evidences from the rule-based component for computation of initial belief about each incoming transaction. The suspicion score is updated by means of Bayesian learning using history database of both genuine cardholder as well as fraudster. FTH is built from history data about past fraudulent behaviors detected by any credit card company. The FDS architecture is flexible so that new rules using any other effective technique can also be included at a later stage to further augment the rule-based component. In addition, Bayesian learning takes place so that the FDS dynamically adapts to the changing behavior of genuine customers as well as fraudsters over time. While combining rules using Dempster-Shafer theory gives good performance, especially in terms of true positives, Bayesian learning helps to further improve the system accuracy. The fusion of multiple evidences and learning are the appropriate approaches for credit card fraud detection.
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