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ABSTRACT- Artificial Neural Networks (ANN) has a 
number of application areas ranging from economic 

analysis to image processing and recognition. ANN is 

used by many online stores in the form of recommenda-

tion systems to offer suitable products based on their 

liking. Not only this, artificial neural networks are used 

these days for routing and navigation systems as in case 

of unmanned vehicles, antivirus softwares, etc. In this 

work based on artificial neural network recurrent and 

convolutional network is proposed at the level of letters 

in order to classify and sort textual information with giv-
en classes.  
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I. INTRODUCTION 

Neural networks come under the broad field of Artificial 

Intelligence. In neural networks parallel processing of 

information is executed by the links. It has a large num-
ber of inter-neural connections that helps in speeding up 

of the process of computation and thus processing of 

information. Due to large number of connections in the 

network, resistance to errors is provided by the network 

itself. In neural network the connection between the neu-

rons is called synapses. With each synapse weight is 

associated which can be later adjusted based on inputs 

and outputs. There are three layers in a neural network 

model: input , output and hidden (refer Figure 1). Input 

layer receives the input, output layer displays the output 

and the hidden layers processes the information. Concept 
of “Deep learning” means that the model has many hid-

den layers. As we increase the number of hidden layers, 

the model moves from shallow to deep neural network 

and is capable of having significantly more complex 

behaviour.  
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Each layer of the neural network can use any function to 

process the information received from the previous layer 
and as we move deep into the neural network the func-

tion used may change from linear to non linear [7]. The 

weights are changed in the neural network during the 

training time in order to get the desired output from the 

given inputs. The activation functions used in neural 

networks are like complicated regression functions.    

There are three parameters in neural network:input data, 

output data and an activation function. When a network 

has only one node it behaves like regression. In the pro-

cess of learning of a neural network, the variable param-

eters are weights of the synapse the keeps on changing 
during the training process. Apart from the weights, 

some parameters of the activation function also change 

during the training process. Some important properties of 

the activation function are: Non-linear, continuously 

differentiable, range, monotonic, approximates identify 

near the origin.    The simplest neutron can have a binary 

activation function which can return either zero or one as 

output. In case of regular learning, the best activation 

function is S-shaped sigmoidal function.Other functions 

that belong to this category are: hyperbolic, rectified 

linear, hyperbolic tangent [20]. There are certain ad-

vantages and disadvantages associated with sigmoidal 
function. In sigmoidal, the derivatives can be calculated 

easily and activations are bounded and do not keep on 

increasing. Function outputs in sigmoidal are not zero 

centered and are computationally expensive when com-

pared to other functions. Hyperbolic tangent is zero 

centered and can act as a good alternative to sigmoidal 

function. Rectified linear unit is a popular activation 

function as it returns zero in the negative area of the in-

put parameters and input in the positive area of the input 

parameter. Not only this rectified linear unit is simple to 

compute and is faster in learning as the gradient of recti-
fied linear unit can become a constant. Rest of the paper 

is divided into following section: Section 2 discusses 

feed forward network; section 3 focusses on the training 

algorithm; section 4 gives details on overfitting; section 

5 explains convolution neural networks; section 6 dis-

cusses neural network optimisations and finally conclud-

ing remarks are given in the last section. 

II. FEED FORWARD NETWORK 

The information in feed forward neural networks flows 

in one direction from input to the output. The infor-

mation flows in both the directions in recurrent topology 

[2]. Fully connected feed forward network [15] [16] [18] 

is the simplest type of neural network. There is no limit 

on the type of activation function chosen, the number of 
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layers, number of neutrons in each layer in case of a feed 

forward neural network. Thus, the simplest form of the 

network consists of only one neutron. Problem com-

plexity depends upon the number of layers [19][21]. 

Problems that divide the space into two zones with out-

put zero and output one cannot be solved with one neu-
tron network but can be easily solved with two layers 

network. As compared to single layer neural network, 

multilayer neural network has more representing power 

in case of non linearity. Two layer neural network al-

ways takes the form of a convex polygon, if the region is 

closed whereas, three layer network forms an arbitrary 

non convex polygonal area. 

 

Fig 1: Feed Forward Neural Network [30] 

III. TRAINING ALGORITHM 

Though we can solve the problem by using neural net-

work does not mean that the solution can be obtained 

from the initial state of the network. The network topol-

ogy affects the result more as compared to the learning 

algorithm. The learning algorithms are broadly divided 

into two types: supervised and unsupervised [14]. In case 

of supervised learning algorithm, for each input the neu-

ral network has the correct answer in the form of output 
and accordingly the weights are adjusted based on the 

activation function used, such that they produce answer 

close to the correct answers. In case of unsupervised 

learning, the answers are not known. In case of unsuper-

vised learning training can be done in three ways: batch 

method, stochastic method and mini-batch method. In 

batch method, weight change only once. It basically 

summarises the weight increment on the current epoch. 

In stochastic method, if the increment of the weight is 

found, immediately it is updated. In mini-batch method, 

advantages of both the batch method and the stochastic 

method are combined. 
 

 

A. Supervised Learning 

       This learning method performs the following steps: 

determine the type of the training examples, determine 

the input feature representation of the learned function, 

determine the structure of the learned function and corre-

sponding learning algorithm, complete the design and 

run the learning algorithm on the gathered training da-

taset and finally to evaluate the accuracy of the learned 

function. 

a. Loss Functions 

       Some of the loss functions are given in [20] [22]. 

The objective of the loss function is to find average de-

viation in the obtained value and the desired value. Dif-

ferent neural networks uses different loss functions. In 

case of classification using SVM, the objective of the 

loss function is to find the margin between the correct 

structure and highest scoring incorrect structure. 

b. Training Algorithm (Improvements) 

         Implementing the learning rate decay is very cru-

cial. It can be done by adopting any of the mentioned 

ways [20]: Step decay, Exponential decay and 1/t decay. 

In step decay, the rate of learning is reduced by some 

predetermined factor after every few epochs. In case of 
exponential decay, some exponential formula such as 

a=a0e
-kt , can be used for the decay where t is the epoch 

number and a0 and k are hyper-parameters. In case of 1/t 

decay, mathematical formula such as a = a0/(1+kt) can be 

used where t is the iteration number and a0 and k are hy-

per-parameters. 

c. Hyper-parameters 

        Selection of the hyper-parameter values is done by 

trial and error method. Among these values are: mini-

batch size, learning algorithm, regularisation, activation 

function, the size of the window and fold pooling in case 

of a train convolution neural network, number of layers 

and neutrons in each layer, parameters that are part of 

learning algorithm such as learning rate and moment,the 

ensemble size and ways of combining as in case of en-

semble networks. Convergence of neural network is di-

rectly affected by the selection of hyper-parameters. 

There is one simple rule that is followed: more the num-
ber of neutrons and hidden layers more is the learning 

but at the same time the it increases the learning time 

exponentially when training the model. Though there is 

no rule on selection of the number of hidden layers and 

neutrons in each layer but limitations are there which 

help in deciding it. In case, the function is defined on a 

finite set of points or the function is defined and contin-

uous on a compact area then three layer model is used 

for all other functions four layer neural network is used. 

In theory the number of hidden layers can be between 

two to four but we can solve the real world problems by 
increasing the number of layers.  Selection of the number 

of neutrons in each layer is also very important. If the 

number of neurons are very less then the model will not 

be able to learn and if the number of neurons are more 

than the network will take more time to learn due to 

training on unreal values. It may also lead to overfitting 

problem. The general approach is to increase both the 

number of layers and the number of neutrons in each 
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layer until the network becomes overfitting and then deal 
with the overfitting problem. 

B. Unsupervised Learning 

        When the output is not known the learning is called 

as unsupervised learning and is used in clustering tech-

niques. Kohonen neural network is used for unsuper-
vised learning, the data loss is minimised in kohonen 

neural network by reducing the dimensionality of data. 

In kohonen neural network model the number of neurons 

are equal to the number of clusters and input variables 

are normalised. The structure of the model has a single 

layer of neutrons without biases. The number of features 

used for characterisation of the object in the model 

equals the number of input variables. Unsupervised net-

works have a fixed structure whereas self organisation 

networks does not have fixed structure. In self organis-

ing kohonen algorithm for neural network, the distance 

used is euclidean distance which is set as the critical dis-
tance which corresponds to the maximum allowable eu-

clidian distance. When the first sample from the training 

set is fed to the network it creates the first neutron 

weight. When the next test sample from the training set 

is applied to the network, the euclidian distance is calcu-

lated between the new input and each cluster centre and 

thus the lowest distance is recorded as R-minimum. If the 

value of R-minimum is smaller than the critical distance 

value then the correction weight coefficients corresponds 

to the neuron winner. This procedure is repeated and if 

till the last epoch any cluster is not involved in the net-
work structure then finally it is excluded from the net-

work. 

IV. OVER-FITTING 

Overfitting is a serious problem in training of the neural 

network. It could be because the neural network is ex-

posed to a big set of training examples or training dataset 

is very complex or insufficient training examples are 

there and thus it looses its ability to generalise. While 
training the neural network with the training set, the 

main objective is to give neural network the ability to 

generalise the result to the new observations. After train-

ing the network on a number of training samples and 

testing on a number of samples, the prediction error id 

reduced on both the test and the train sets. After some 

time the error on the test dataset begins to increase and 

on the train dataset the error begins to decrease. Thus, 

we can see that the accuracy on the test dataset falls. The 

test and train dataset should not be overlapping. To han-

dle noisy data both the linear and the polynomial func-
tions work properly. We can observe that the polynomial 

function fits perfectly on the noisy data whereas the line-

ar function generalise better for the model [23]. In order 

to solve the problem of overfitting in neural networks, 

the methods used are dropout, adding noise to the data 

[12], regularisation, batch normalisation and thinning of 

the network. In case of regularisation [3] [9][24] of the 

model, fine is imposed on the objective function. In 

dropout regularisation method [4][25], neurons are 

dropped from the existing model and at every step a new 

network architecture is generated. In batch normalisation 
[17], input data is changed in such a way to obtain zero 

expectations and a unit variance. Before entering each 

layer, the process of normalisation is performed.  

V. CONVOLUTION NEURAL NETWORK 

   Convolution neural network is a special artificial neu-

ral network (ANN) architecture [8] [10] [20] [26] [27] 

[28] [29]. It was proposed for effective image recogni-
tion [1] by Yann LeCun and is a type of deep learning 

algorithm. Convolution neural networks uses a filter 

which is a mathematical convolution operator and finds 

its application in the extraction of features from video, 

audio and text data [5][6][11][13]. There are three layers 

in convolution neural network: C-layers (convolution 

layers), S-layers (sub-sampling layers) and F-layers (ful-

ly connected feed forward) at the output. The three main 

paradigms of this architecture are: local invariance as 

input to the neuron feed only a part of the image and not 

the complete image; shared weight means that a very 

small set of weights is shared by the neuron with large 
number of links shared. Sub-sampling in the S-layer re-

duces the spatial dimensions of the image. Convolution 

neural networks are very fast and are implemented on 

General Processing Units (GPUs). 

VI. NEURAL NETWORK (NN) OPTIMI-

SATIONS 

Ensembles of the neural network model helps improve 
the accuracy of the model. Advantages of ensembles 

are:statistical, representatives and computing. Ensembles 

solve either the problem of overfitting which is solved 

by begging or to not fit enough which is solved by boost-

ing. Begging also called as bootstrap aggregating is the 

result of aggregating the results of different loadings 

whereas boosting or busting is a series of algorithms 

where the next algorithm in the row will try to overcome 

the shortcomings of the previous algorithm. In case of 

different classifiers, begging is useful. It is also useful 

when small changes in the input leads to significant 

changes in the classification. Busting on the other hand 
is a greedy algorithm which is used for constructing 

composition of algorithms. 

VII. CONCLUSIONS 

The study based on understanding of the neural net-

works. Details are provided on Feed forward network, 

training algorithms and their types. Difference between 

the supervised and unsupervised learning has been pre-

sented in this paper. Discussion is done on overfitting 
problem and its solution. Apart from this, convolution 

neural networks and neural network optimisations have 

also been discussed. Overall the paper presents a good 

overview on the above mentioned topics and gives a 

precise knowledge on the neural networks.  
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Fig 2: Convolution Neural Network [31] 
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