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 

Abstract—The topic of this article is the adaptive 

generalized predictive control (GPC) applied to the control of 

the speed of a digital axis. The system is used in CNC machine 

tools. Usually, the control of digital axes must obey quickly and 

effectively to changes in the input variable and continuously 

adapting with the machining conditions, and oppose the 

influence of external disturbances. 

However, The Online Recursive Least Squares with 

Forgetting factor was adopted to estimate in real-time the 

system parameters and adjust instantaneously GPC controller 

parameters based on a modeling CARIMA (Controlled Auto-

Regressive Integrated Moving Average). 

The results of this control architecture have achieved the 

desired local performance with good rejection of load 

disturbances and a good robustness for the parametric 

variations due to operating point changes. 

 

Index Terms—Generalized predictive control, adaptive 

control, RLS identification, CARIMA Model, 

I. INTRODUCTION 

Nowadays, cost productivity and control requirements 

encouraged manufacturers to develop new machines. Thus, 

the complexity of the structures of machine tools and 

machining process increased while the control strategies 

that are always based on simple regulations such as linear 

PID controllers (Proportional / Integral / Derivative). 

Indeed, this type of control makes it possible to achieve 

acceptable performance in an industrial context. Yet even if 

the PID control loops contain few parameters, adjustment of 

gains is not trivial and valid only for systems whose 

parameters are time-invariant and stationary. However in 

the machining area, the performances are formulated in 

terms of machining speed and position. 

For all these reasons, it has been necessary to implement 

an adaptive control strategy to define a command that will 

ensure the desired performance to external disturbances or 

variations parametric system during machining operation. 

The synthesis of the generalized predictive control (GPC) 

proposed by Clarke [1], [2], is one of the most practiced in 

academic control methods. Also it has been used 

successfully in several applications industrial under 

different forms. To be used, it must be coupled with an 

online identification method [3], [4].  

 

 

 

 

 

 
  

 Among the benefits of the generalized predictive control 

[5] indicate that it can be applied to processes has pure 

variable delay, and to point out useful robustness properties 

which are determined by the cost-function parameters and a 

pre-specified observer.  

This paper proposes the application of the law of 

synthesis indirect adaptive generalized predictive control 

with a parametric identification by recursive least squares 

with forgetting factor (FFRLS).  

The paper is organized as follows: the first part presents 

a theory of adaptive generalized predictive control based on 

identification FFRLS, Second, the description of the drive 

system of a digital axis. Simulation results of the predictive 

control AGPC are discussed in the third part. 

II. ADAPTIVE GENERALIZED PREDICTIVE CONTROL 

(GPC)   

A. Synthesis of Generalized Predictive control (GPC)   

 The method described in this paragraph is developed by 

Clarke [1], [2] given for the case of SISO models. The basic 

model, which is a discrete linear model CARIMA 

(Controlled Auto-Regressive Integrated Moving Average) 

defined to represent the dynamic behavior of a process 

around a nominal operating point that given by the 

following form: 

 

 𝐴(𝑞−1). ∆𝑦(𝑡) = 𝐵(𝑞−1). ∆𝑢(𝑡) +  𝑒(𝑡)                               (1) 

 

Where  

t is the discrete time iteration expressed as an integer 

multiple of the sampling interval Te 

y(t)    is the output vector at time t 

u(t)    is the control vector at time t 

q-1     is the backward-shift operator  q-1y(t+1)=y(t) 

∆ (q-1) = 1-q-1 is the differential operator. 

A(q-1) , B(q-1) are polynomials in q-1.  

That is: 

 

𝐴(𝑞−1) = 1 + 𝑎1𝑞−1 + 𝑎2𝑞−2 + ⋯ + 𝑎𝑛𝑎𝑞−𝑛𝑎              (2) 

𝐵(𝑞−1) = 1 + 𝑏1𝑞−1 + 𝑏2𝑞−2 + ⋯ + 𝑏𝑛𝑏𝑞−𝑛𝑏              (3) 

 

With  𝑛𝑎 =  𝑑𝑒𝑔 𝐴(𝑞−1)     and     𝑛𝑏 =  𝑑𝑒𝑔 𝐵(𝑞−1)  

 

e(t) is a sequence of uncorrelated random zero-mean 

sequence with finite variance 2 That is,    

 

𝐸[𝑒(𝑡)] =  0       and    𝐸[𝑒(𝑡). 𝑒(𝑡)𝑇]  =  𝜎² 
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We define an adaptive control as a set of techniques for 

automatic adjustment of the controllers in real time, in order 

to achieve or to maintain a desired level of performance of 

the control system when the parameters of the plant 

(disturbance) dynamic model are unknown and/or change in 

time as shown in Fig. 1 

 

 
 

Fig1: Scheme of adaptive generalized predictive control AGPC 

The criterion to be minimized is composed of the 
quadratic sum the output of prediction error and increments 
controls: 

 
𝐽 = ∑ 𝑒𝑟2 + 𝜆𝑁2

𝑁1 ∑ (Δ𝑢(𝑘 + 𝑗 − 1))²𝑁𝑢
1                            (4) 

 
With 
 
𝑒𝑟 = 𝑤(𝑘 + 𝑗) − �̂�(𝑘 + 𝑗) 

Δ𝑢𝑗(𝑘 +  𝑗)  =  0, for  j <Nu 

w (k + j) of the reference values at the time k + j 

y (k + j)  prediction of the output at time k + j 

 

The (k + d -1) future control increments at time k + j -1, 

N1 minimum prediction horizon and Nu control horizon, 

the increment of the prediction horizon, the horizon of N2 

maximum prediction control weighting factor. 

On a prediction horizon, the output is obtained by the 

following equation: 

 

𝑦(𝑘 + 𝑗/𝑘) = 𝐹𝑗(𝑞−1)𝑦(𝑘) + 𝐻𝑗(𝑞−1)Δ𝑢(𝑘 − 1) +
                          𝐺𝑗Δ𝑢(𝑘 + 𝑗 − 1) + 𝐸𝑗𝑒(𝑘 + 𝑗)                    (5) 

 

Where Fj, Ej, Gj, Hj are polynomials from solving 

diophantine equations.  

The optimal prediction of the output 𝑦(𝑘 + 𝑗) in the least 

squares sense, given the information available at time this 

given by 

 

𝑦(𝑘 + 𝑗) = 𝐺𝑗(𝑞−1)Δ𝑢(𝑘 + 𝑗 − 1) + 𝑙𝑗                            (6) 

𝑙𝑗 = 𝐹𝑗(𝑞−1)𝑦(𝑘) + 𝐻𝑗(𝑞−1)Δ𝑢(𝑘 − 1)                           (7) 

 

After writing in matrix form we get: 

 

𝑌 = 𝐺Δ𝑈 + 𝐿                                                                   (8) 

 

With 

 

�̂�𝑇 = [�̂�(𝑘 + 1) …  �̂�(𝑘 + 𝑁2)]                                      (9) 

Δ𝑈𝑇 = [Δ𝑢(𝑘) …   Δ𝑢(𝑘 + 𝑁2 − 1)]                             (10) 

𝐿𝑇 = [𝑙1(𝑘 + 1) …  𝑙𝑁2(𝑘 + 𝑁2)]                                 (11) 

The synthesis of the generalized predictive controller is 

obtained by minimization of the quadratic criterion given by 

"(11)" in the matrix form: 
 

𝐽 = (𝑊 − 𝑌𝑇)(𝑊 − 𝑌) + 𝜆Δ𝑈𝑇Δ𝑈                               (12) 

 

After the substitution of upcoming events by their 

predictions based on the principle of certainty equivalence. 

The optimalΔ𝑈𝑜𝑝𝑡 control vector that minimizes, without 

constraints, the criterion  

 
𝜕𝐽(Δ𝑈)

𝜕Δ𝑈
= 0                                                                       (13) 

 

Is given by: 

 

Δ𝑈𝑜𝑝𝑡 = [𝐺𝑇𝐺 + 𝜆𝐼]−1𝐺𝑇(𝑊 − 𝐿)                               (14) 

 

In fact, only the first command is actually applied; so 

we deduce: 

 

u𝑜𝑝𝑡(𝑘) = 𝑢(𝑘 − 1) + �̅�(𝑊 − 𝐿)                                 (15) 

 

With  �̅�, the first row of the matrix [𝐺𝑇𝐺 + 𝜆𝐼]−1𝐺𝑇  

B. Parametric adaptation algorithm 

The parametric adjustment as in Fig. 2 must be made to 

ensure the stability of the adaptive control system and 

possibly the required performance [6], [7]. Predictive 

control can be combined with a parametric adaptation 

algorithm for a robust adaptive control system through the 

principle of certainty equivalence of replacing the control 

model by its estimated each sampling period. 

 

 
 

Fig 2: Scheme of Parametric adaptation algorithm 

 

The self-adjusting controller is achieved by the real-time 

estimation of polynomial parameters A (q-1), B (q-1) model 

by recursive identification algorithm following fixed 

forgetting factor: 

 

�̂�(𝑘) = �̂�(𝑘 − 1) +
𝜀(𝑘)𝜙𝑇(𝑘−1)𝐹(𝑘−1)

1+𝜙𝑇(𝑘−1)𝐹(𝑘−1)𝜙(𝑘−1)
                    (16)                                                                                                                        

𝜀(𝑘) = 𝑦(𝑘) − �̂�(𝑘 − 1)𝜙(𝑘 − 1)                                (17)                                                                                                                                   

𝐹(𝑘) =
1

𝜂
[𝐹(𝑘 − 1) −

𝐹(𝑘−1)𝜙(𝑘−1)𝜙𝑇(𝑘−1)𝐹(𝑘−1)

𝜂+𝜙𝑇(𝑘−1)𝐹(𝑘−1)𝜙(𝑘−1)
]        (18)                                                                                                                                   

With  

�̂�(𝑘) = [�̂�1(𝑘), … , �̂�𝑛𝑏(𝑘)]                                             (19)                                                                                                                                                         

𝜙𝑇(𝑘 − 1) = 

[𝑦(𝑘 − 1), … , 𝑦(𝑘 − 𝑛𝑎)), 𝑢(𝑘 − 𝑑), … , 𝑢(𝑘 − 𝑛𝑏)]    (20)          
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Where �̂� is the vectorcontaining the coefficients of the 

polynomials A (q-1), B (q-1),𝜙 measures variables vectors 

of F covariance matrix and𝜂 istheforgetting factor (0 < 𝜂 <
1). 

C. Control structure 

The general architecture of a digital axis drive [8], [9] 

can be as follows, as in Fig 3 

 

 
 

Fig 3: Structure of digital axis system Machine tool 

D. Power Control Module “Chopper Bridge”: 

It is a reversible chopper voltage and current, it is based 

on a bridge structure carrying the switchK1 (D1, H1), K2 

(D1, H1), K3 (D1, H1) andK4 (D1, H1) by a PWM (Pulse 

Width Modulation) signal. Each Ki switch consists of a 

controlled unidirectional switch power transistors H, and a 

power diode D, it is through diodes we can achieve 

bidirectional switches. 

The load current will flow well in both directions, this 

ensures the power reversibility of the chopper. The power 

transfer can occur in both directions (and the load receives 

the energy supplied). The operating point ride in the four 

quadrants of the diagram 𝑢𝑐, 𝑐𝑜𝑛.  
This allows, when feeding a continuous current motor to 

rotate in both directions and also to operate as a generator 

and, for example, of recovering electrical energy during 

braking.  

Fig 4: chopper bridge with control interrupters 

 

For operation in a given quadrant, two of the four 

switches remain blocked (even if they are sent boot 

commands), the other two operate simultaneously and are 

opened and closed together and periodically. (The order of 

the switches is of complementary type: T is the switching 

period of the chopper, and its duty cycle α sent in a PWM 

cycle. 

The average value of 𝑢𝑐 (𝑡) is: it can be calculated with 

the method of areas: 

 

𝑢𝑐 = 𝑢𝑎(2𝛼 − 1)                                                           (21)                                                                                                                                                             

 

The average value is positive if the duty cycle is 𝛼 >
0,5 and negative if 𝛼 < 0,5. And it is between −𝑈𝑎  and 

+ 𝑈𝑎. 
 Pulse Width Modulation (PWM) uses digital signals to 

control power applications, as well as being fairly easy to 

convert back to analog with a minimum of hardware. 

E. DC Motor modelling 

Motors, either linear or rotational, can be modelled by 

direct current motors, typical equations for direct current 

motors are given in (22), (23), (24), and (25). They are 

transformed in the discrete time domain to be implemented 

in the proposed model  

 

𝐸(𝑡) = 𝐾𝑒. Ω𝑚(𝑡)                                                          (22)                                                                                                                                                                    

𝑈(𝑡) = 𝑅. 𝑖(𝑡) + 𝐿
𝑑𝑖(𝑡)

𝑑𝑡
+ 𝐸(𝑡)                                      (23)                                                                                                                                       

𝐶𝑚(𝑡) = 𝐾𝑡. 𝑖(𝑡)                                                           (24)                                                                                                                                                             

𝐽𝑒𝑞
𝑑Ω𝑚(𝑡)

𝑑𝑡
= 𝐶𝑚(𝑡) − 𝐶𝑟(𝑡)                                         (25)                                                                                                                                             

 

E is the motor electromotive force, 𝛺𝑚 the instantaneous 

rotation velocity, 𝐾𝑒 the constant of motor electromotive 

force. U is the voltage across armature terminals, 𝑅 is the 

electric resistance, and 𝐿 is the inductance, I the current. Cm 

is the motor torque, and 𝐾𝑡 is the torque constant. 𝐽𝑒𝑞 is the 

equivalent inertia projected on the motor axis and 𝐶𝑟 

gathers all resistant torques. 

F. Speed sensor  

For the acquisition of the speed; we uses an incremental 

encoder of position for its simplicity of maneuver and the 

standard numerical output signal A and B. 

 

 
 

Fig 5: sensor speed 

 

G. PWM (Pulse-width modulation) signal  

A PWM signal is an output of a micro-controller that 

allows, to control a chopper bridge. To fully control the 

process and keep the system a SISO process, the frequency 

of the signal is fixed and its duty cycle is variable. 
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Fig 6: PWM signal 

III. SIMULATIONS RESULTS: 

To move and control the drive motor of the numerical 

axis we used the trapezoidal profile when the control is to 

provide initially a fixed acceleration phase followed by a 

linear movement in a constant speed and finally a constant 

deceleration. As in Fig. 7 the response of the response of the 

system to the desired speed profile described previously, 

and as we see the static error and tracking error are really 

minimal.  

In order to illustrate the behavior of the above presented 

Adaptive Generalized Predictive Control algorithm, the 

simulation results of a numerical axis model obtained by 

using online identification technique as shown in Fig. 8. The 

model is chosen as follows: 

 

𝑦(𝑡) = −2𝑦(𝑡 − 1) + 1,1𝑦(𝑡 − 2) + 𝑞−4[𝑢(𝑡) +
                          2𝑢(𝑡 − 1)] + 𝑒(𝑡))                                 (26) 

 

Regarding the estimation algorithm, the parameters of 

models have been initialized by zero vectors and covariance 

matrix 𝐹(0) =  105, with a forgetting factor fixe 𝜂 = 0,97 

 

For the GPC control algorithm, the horizon minimum 

prediction was set at a value N1 = 1, a horizon maximum 

prediction N2 = 14 and Nu = 7 for the horizon control. 

 

 

 

Fig 7: Numerical axis output and control input with noise 

presence conditions: AGPC control 

 

 

 

 

 

 

Fig 8: Tuned parameters of system model (CARIMA) 
 

IV. CONCLUSION 

In this publication we presented the synthesis of Adaptive 

generalized predictive control, Applied to the speed control 

of a digital axis machine tool. The choice of the generalized 

predictive control which has the advantage of being 

adaptively and extensible, allowed us to overcome the 

complexity of overall control of the system, while 

guaranteeing acceptable performance in pursuit and control 

with good robustness to changes of point operation that are 

causing by variations Parametric. The control of the position 

and speed of the axis uses a multi-variable modeling, which 

is to be discussed in another paper. 
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