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ABSTRACT- Fraud Detection is a major concern these 

days because of digitalization. We are totally dependent on 

online transactions these days for even very small needs. 

There is no doubt that online transactions have made our 

life very easy but it has increased risk on other hand. And 

this risk can be very harmful one day. Confidential data is 

being stolen by the different apps and it is sold in 

international market. Which later on comes to us in totally 

different and very harmful way. So why not to use 

technology again to stop these risks and flaws. Various ML 

techniques has been observed by researchers but Auto ML 

is yet not discovered on a wider platform. Therefore, this 

paper at first aims to explore the trending technology Auto 

ML. Then a model for evaluating Auto ML is suggested and 

analysed with different classification algorithms. The 

experimental results ascertained the accuracy of Auto ML 

followed by a comparative analysis of ML and Auto ML. 

KEYWORDS- Auto ML, Classification, Credit card, 

Fraud detection, Machine learning 

I. INTRODUCTION 

For years, fraud has been a serious issue in sectors like 

banking, medical, insurance, and lots of others. Due to the 

rise in online transactions through different payment 

options, like credit/debit cards, PhonePe, Gpay, Paytm, etc., 

fraudulent activities have also increased. Moreover, 

fraudsters or criminals became very skilled find escapes in 

order that they will loot more. Since no system is perfect 

and there is always a loophole them, it has become a 

challenging task to make a secure system for authentication 

and preventing customers from fraud [1]. So, Fraud 

detection algorithms are very useful for preventing frauds. 

The rapid growth in E-Commerce industry has led to an 

exponential increase in the use of credit cards for online 

purchases and consequently they has been surge in the fraud 

related to it. Machine learning plays an important role for 

detecting the master-card fraud within the transactions. 

Credit card fraud is the most common form of identity theft, 

affecting more than 10.7 million people annually [2]. It 

occurs when someone steals a card or snatches personal 

information to perform so-called card-not-present (CNP) 

transactions.  

Automated machine learning provides methods and 

processes that enable machine learning professionals to 

access machine learning without machine learning, in order 

to improve machine learning efficiency and accelerate 

machine learning research. In recent years, machine 

learning (ML) has made great progress, and more and more 

disciplines are relying on it[3]. However, the key to this 

achievement rest on the grade to which machine learning 

experts accomplish the following tasks: 

 Pre-process and clean the data. 

 Select and construct appropriate features. 

 Select an appropriate model family. 

 Optimize model hyper-parameters. 

 Post-process machine learning models. 

 Critically analyse the results obtained. 

As the difficulty of these tasks is a lot beyond non-ML-

experts, the quick evolution of machine learning 

applications has formed a demand for off-the-shelf machine 

learning methods that can be used easily and without expert 

knowledge.  

II. LITERATURE REVIEW 

Fraud act because the unlawful or criminal deception 

intended to end in financial or personal benefit. It’s a 

deliberate act that's against the law, rule or policy with an 

aim to achieve unauthorized financial benefit [4]. Numerous 

literatures concerning anomaly or fraud detection during 

this domain are published already and are available for 

public usage. A comprehensive survey conducted by 

Guedlek et al.[8] and his associates have revealed that 

techniques employed during this domain include data 

processing applications, automated fraud detection, 

adversarial detection. Albeit these methods and algorithms 

fetched an unexpected success in some areas, they did 

not provide a permanent and consistent solution to fraud 

detection. An identical research domain was presented by 

Quah et al.[6] where they used Outlier mining, Outlier 

detection mining and Distance sum algorithms to accurately 

predict fraudulent transaction in an emulation experiment 

of MasterCard transaction data set of 1 certain full service 

bank . Outlier mining may be a field of knowledge mining 

which is essentially utilized in monetary and internet fields. 

It deals with detecting objects that are detached from the 

most system i.e. the transactions that aren’t genuine 

[7][16]. They need taken attributes of customer’s behaviour 

and supported the worth of these attributes they’ve 

calculated that distance between the observed value of that 

attribute and its predetermined value. There have also been 
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efforts to progress from a totally new aspect. 

Attempts are made to enhance the alert-feedback 

interaction just in case of fraudulent transactions [9]. Just in 

case of fraudulent transaction, the authorised system would 

be alerted and a feedback would be sent to deny the 

continued transaction. Table I shows the comparison 

among the various existing techniques for the detection of 

frauds [10]. Advantages and drawbacks of the 

techniques are discussed below. 

 

Table 1:  Summarized Fraud Detection Techniques 

Fraud 

Detection 

Techniques 

Observations Limitations 

K-nearest 

Neighbour 

Algorithm 

Define 

anomalies in 

the target 

instance and 

is easy to 

implement. 

Appropriate for 

detecting frauds with 

the limitations of 

memory. 

Hidden 

Markov 

Model 

(HMM)[5] 

Identify the 

fraudulent 

activity 

during 

transaction. 

Unable to detect fraud 

with a less transactions. 

Neural 

Network 

Detect real-

time credit 

card frauds. 

Have many sub-

techniques. So, if they 

pick-up this which is 

not suitable for credit 

card fraud detection, the 

performance of the 

method will decline. 

Decision 

Tree 

Handle non-

linear credit 

card 

transaction as 

well. 

DT cannot detect fraud 

at the real time of 

transaction. 

Outlier 

Detection 

Method 

Lesser 

memory and 

computation 

requirements. 

Works fast 

and well for 

large online 

datasets. 

Cannot find anomalies 

accurately like other 

methods. 

Deep 

Learning[14] 

It can extract 

complex 

patterns 

Only used in image 

recognition. No 

information to explain 

the other domains is 

available. The library of 

deep learning does not 

cover all algorithms. 

 

After analysing the literature following gaps are identified: 

 The major issue which comes into play is growing 

technology and with growing technology every day 

comes a new method of fraud especially in online 

transaction. Many companies do not reveal these frauds 

so as to protect their reputation, so most of the frauds 

remain unreported which leads to another harmful 

frauds. 

 Another important issue is the maintenance of huge 

amount of database. 

  It is very difficult to handle such a huge amount of 

data. Pre-processing of data takes so much time. 

 Real time working problems as the incoming 

transactions are excessive and behavior of card holders 

and fraudsters change in rapid way.  

III.  PROPOSED MODEL DESIGN 

This section describe the proposed model based upon the 

gaps identified. To detect the credit card fraud detection 

there are ample models that are available. But then the 

question arises which model to choose, which the best 

model is? There are many types of Machine Learning 

models specific to different use cases. As we work with 

datasets, a machine learning algorithm works in two stages. 

We usually split the data around 20%-80% between testing 

and training stages. Under supervised learning, we split a 

dataset into a training data and test data in Python ML. Fig 

1. Depicts the workflow of the model.  

 

 

Fig. 1: Workflow of proposed model 

A. Pre-processing 

First of all the data is read using the panda’s library. Data 

Pre-processing is that step in which the data gets 

transformed, or Encoded, to bring it to such a state that now 

the machine can easily parse it. In other words, 

the features of the data can now be easily interpreted by the 

algorithm. 

B. Oversampling  

After the pre-processing step then comes the oversampling. 

As the data is highly imbalanced. We need to do 

oversampling to bring the data to the balanced state. 

C. Splitting the dataset into test and train data 

 Entire dataset is divided into two parts. The train data set 

and test data set. 80% of the data is feed into training and 

rest 20% is feed into testing. 

D. Feature Selection  

In machine learning and statistics, feature selection, also 

known as variable selection, attribute selection or variable 

subset selection, is the process of selecting a subset of 

relevant features (variables, predictors) for use in model 

https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Feature_(machine_learning)
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construction. After the feature selection the results are 

analyzed and accuracy is measured. 

E. AUTO ML  

This is the main part of the entire model. With few 

commands only auto ml compares different models and 

extra trees classifier model is being built for further 

prediction.  

IV. RESULTS AND DISCUSSIONS 

A. Dataset 

The Data-set used in this work as depicted in fig. 2 contains 

the transactions made in two days by European cards in 

September 2012, gathered and analyzed during a research 

collaboration of Worldline and the Machine Learning 

Group of ULB on big data mining and fraud detection. It is 

freely available on Kaggle. The data contains only 

numerical values. Due to confidentiality the values where 

changed by PCA transformation. The features time and 

amount have not been transformed and all other features are 

represented by V0, V1……V26 values. 

 

Table 2: Dataset Description 

Variable 

name 
Description Type 

V0,V1------

V26 

Transaction features after 

transformation 
Integer 

Time 

Time elapsed between 

each and the first 

transaction 

Integer 

Amount Amount of transaction Integer 

Class Non fraud or Fraud 0 or 1 

B. Performance Metrics  

This Data-set classifies transactions by being fraudulent or 

not. We have 492 frauds out of 284807, which is highly 

unbalanced 0.173%. To solve this class unbalance, Random 

over-Sampling is used.  Over Sampling shows the 

distribution of the Data-set. After Over-Sampling dataset is 

spliced into training and test sets. For a Pre-trained model 

performance check, we split the data into two separate 

training sets and one independent test set for final model 

comparison. Table III shows the instances. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3: Instances of the dataset 

Number of instances 284807 

Split ratio for pre – training 0.2 

Split ratio for training 0.4 

Independent test set 0.4 

C. Evaluation Metrics 

The evaluation of the model was carried out using the 

various evaluation metrics such as Accuracy, Precision, F1- 

score, Recall. 

Accuracy: is defined as the number of correct predictions 

made by the model. It is the proportion of the total number 

of correct predictions [11].  

 
Precision: defines the results classified as positive by the 

model, how many were actually positive. It is the number of 

items correctly identified as positive out of total true 

positives [12]. 

 
Recall: It is the number of items correctly identified as 

positive out of the total items classified as positive[13][15].  

 
F1-Score: is the weighted average of the precision and the 

recall, it takes both false negatives and positives into the 

account and gives a better outlook especially in an uneven 

class distribution it is given as: 

 

 
Where True positive (TP) represents data detected as 

fraudulent, True negative (TN) represents data detected as 

legitimate, False positive (FP) represents normal data 

detected as fraudulent, and False Negative (FN) is denoted 

as fraud data detected as normal[13]. 

D. Experimental results 

The described model is evaluated using thirteen algorithms 

as described in the figure below. Python and Jupyter 

Notebook is utilized for implementation. Fig.2 shows the 

comparison of various existing models using auto ml on 

different parameters like accuracy, f-1 score, recall, time 

and precision. 
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Fig. 2: Comparison of various ML algorithms using auto ML 

As analyzed from the above figure, extra tree classifier 

comes out to be the best algorithm with Auto ML. Fig.3 

shows the Precision-Recall curve for extra trees classifier. 

Average precision comes out to be 0.73 and fig. 4 illustrate 

confusion matrix for the same. 

 

 

Fig.3:  Precision-Recall curve for extra tree classifier 

 

Fig.4:  Confusion matrix of extra trees classifier 

 Fig.5 (a-d) shows the comparison of existing models using   

 Auto ML on the basis of accuracy. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
International Journal of Innovative Research in Computer Science & Technology (IJIRCST) 

 

Innovative Research Publication   35 

 

 

 

Fig. 5(a):  Graph of existing models on the basis of 

accuracy 

 

Fig.5(b): Graph of existing models on the basis of time. 

 

      Fig. 5(c): Comparison of existing models on recall 

 
    Fig. 5(d): Comparison of existing models on precision  

 

 
Fig. 5(e): Comparison of existing models on F1- score 

Table 4: Comparative Analysis of Auto Ml and ML 

based on Experimental Evaluation 

Feature Auto ML ML 

Programming 

Complexity 

Line of code is 

less 

Line of code is 

more 

Skill 

Requirement 

Less skilled data 

scientists can also 

work 

Skilled data 

scientists are 

needed to build 

models 

Processing 

Time 
Less More 

Hyper-

Parameter 

Optimization 

Present Absent 

V. CONCLUSION 

In this paper different ML and Auto ML techniques are 

reviewed to discover the research gap. One of the 

significant observed approach in ML is classification. 

Mostly ML techniques have been utilized for credit card 
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fraud detection in past. Auto ML has still not discovered yet 

on a bigger platform for the same. Also, a novel auto ML 

based model is proposed. The model is capable to detect 

credit card fraud in comparison to various existing ML 

model in terms of processing time and easiness. Also, the 

quality of model is measured in terms of factors like 

accuracy, time, precision, recall. Then a comparative 

analysis of auto ml on existing models is being done and 

extra trees classifier comes out to be the best model on the 

factors like accuracy and time. The datasets examined for 

the analysis have been retrieved from online libraries, in 

future they can be directly collected from software 

industries to draw a fair and reasonable comparisons to 

measure the effectiveness of evaluation process. 
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